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Our group’s research agenda:
New ML aimed at revolutionizing healthcare

Datasets Analytics Outputs

- Individualized treatment effect inference

Understanding, generating, - Time-series data analysis - Interpretability

and evaluating synthetic - Feature selection, missing data, active sensing - Uncertainty quantification
datasets - Transfer learning

AutoML

etc.

Quantitative epistemology
(understanding and empowering humans)
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Explaining the name...

Quantitative epistemology

V V

Refers to things that can be measured The study of knowledge
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Inverse decision modeling gf%
(understanding humans)

Understanding, explaining & auditing decisions
Giving quantitative accounts of past behavior

= Identifying “suboptimal” behavior

= Analyzing variation in practice

Improving policies

Conventional decision-making analysis
(replacing humans/guiding humans)

=  Optimal control

= Reinforcement learning
= Apprenticeship learning
Imitating behavior
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= Help humans acquire better information
= Direct humans towards the right information
=  Help humans evaluate and integrate diverse sources of

= Learn various knowledge representations that humans use
= /dentify each individual’s internal knowledge models and make

=  Representations to use when interacting with humans
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empowering humans) %%
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information and turn them into decisions
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the best use of that knowledge
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*  Aid human communication ,I
»  Help humans learn I'
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MAMMO: a framework for human-ML cooperation

[Kyono, vdS, ML4HC 2019]
[Kyono, Gilbert, vdS, JACR, 2019]

/ MAMMO Integrated System \

R MAMMO Classifier } Cancer
Confident Diagnosis
. Diagnosis
and extracted
features
MAMMO Triage

determines fidelity
of decision?

Patient breast |
screening

Not confident Radiologist
j : Screening

Human Interpretation

Machine learning for
mammography article named
“Best of 2020” by JACR



Who is better?
Human (radiologist) or machine (classifier)?

Patient A ; Patient B | Patient C
__Radiologist & Classifier correct Radiologist correct & Classifier wrong _ : _Radiologist wrong & Classifier correct

Density: 39 (22) Density: 43 (22)  Density: 49 (40) Density: 49 (40)  Density: 32 (14) Density: 25 (14)
Susp: malignant (suspicious) Susp: normal (suspicious) * Susp: normal (probably benign) Susp: normal (suspicious) ' Susp: malignant (benign) Susp: malignant (benign)
Sign: spic. mass (spic. mass) Sign: spic. mass (spic. mass) ' Sign: none (micro-calc) Sign: none (micro-calc) ' Sign: asym. dense (asym. dense)  Sign: asym dense (asym. dense)

Cons: visible (visible) Cons: visible (visible) 1 Cons: not visible (barely) Cons: not visible (visible) 1 Cons: visible (visible) Cons: visible (visible)



MAMMO enables various cooperation modes
between humans and machines

MAMMO - Cooperation modes
1. Radiologist + Classifier — both activated as double readers
2. Radiologist + Classifier — triaging - operating as a single reader (hybridized)

Radiologist patients | Classifier patients | Cohen’s x | F1 score | TP | TN | FP | FN

Radiologist 1000 0 0.708 0.755 | 120 | 802 | 42 | 36
Classifier 0 1000 0.420 0433 | 61 | 811 | 33 | 95
Classifier” 1000 1000 0.647 0708 |125 | 772 | 72 | 31

MAMMO 456 544 0.724 0.766 118 | 810 | 34 | 38




New human-machine partnership: Online operation
(short-term cycles)

. Behavior models

. Potential biases &
inconsistencies

. Interpretable explanations

Humans Machine

Explicit

. Adjustments & corrections feedback

. Clarifications

. Ratings Implicit
feedback

Decisions
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New human-machine partnership (long-term cycles)

scientific

Advice < Theory of human process Hypotheses
(e.g. guidelines) decisions about decisions

can inform new
ML solutions

A
. Machine ..
Humans Behavior ) Decision models
learning

cf. reinforcement learning
What is next?
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Quantitative Epistemology: Our work so far

IDM framework (ICML'21)

A

Agent = human ( N

Method Goal / motivating question | Planner Normative Descriptive |
params. params.

IAS . . L. . . . . Deadline, cost of Importance of accuracy,

", 4 ?
(ICML20) How “timely” is agent decision making® Timely active sensing acquisition speed, efficiency
AVRIL . o .
(ICLR'21) What reward function does the agent optimize? RL planner - Reward function
CIRL How important are various counterfactuals Counterfactual Counterfactuals Importance weights
(ICLR’21) in making decisions? RL planner P &
INTERPOLE N . Policies based on Decision dynamics &

?

(ICLR'21) What are the subjective beliefs of the agent: decision boundaries Interpretable state space decision boundaries
IBRC How optimal is agent behavior relative to an . p ” . Flexibility, optimism,
(ICML21) “ideal” reward function? Bounded rational planner “ldeal” reward function adaptivity

ICB (submitted)

How does agent’s behavior evolve over time?

Contextual
bandit strategies

Time-varying beliefs
over reward functions

ﬁh van_der_Schaar
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Inverse decision modeling (IDM) -
Learning Interpretable Representations of Behavior

Human decision-making is not perfect
= bounded rationality, cognitive biases

How can we help humans make better decisions?
= requires a quantitative account of the “imperfections” that necessitate correcting

Inverse decision modeling
= general framework for learning representations of decision-making behavior
= enables us to describe existing behavior relative to “ideal” behavior
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New human-machine partnership within the IDM framework
(long-term cycles)

= Clinicians are overly pessimistic

Why clinicians are overly when diagnosing patients at risk.

pessimistic towards at-risk = Optimism and confirmation bias lead
patients? to similar but differentiable behavior.

Advice < Theory of Hypotheses
(e.g. guidelines) human behavior about behavior

A
Humans Behavior Mach.me Behavior models
learning

Clinicians Diagnostic Inverse bounded Flexibility, optimism,
behavior rational control adaptivity measures
(ICML’21)
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Conventional decision-making analysis

The “forward” problem:
= What constitutes ideal behavior?

Planner

Task representation (e.g. reinforcement learning) deal behav
(e.g. value function) eal behavior

The “inverse” problem:
= What does the existing behavior look like?

Inverse planner
. : (e.g. imitation learning)
Behavior representation < Existing behavior
(e.g. neural network)

Existing solutions offer limited help
= forward solutions do not take human behavior into account
= inverse solutions focus on imitating human behavior

ﬁh van_der_Schaar
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Inverse decision modeling

Planner

Task representation (e.g. reinforcement learning) deal behavi
(e.g. reward function) cal DENAVION . .
Normative ideal

IDM

Behavior representation
w.r.t. normative ideal

Existing behavior

D Humane-in-the-loop
feedback cycle

1
I
I
I
I
I
|
Prescriptive advice | ! Behavior is revised
(e.g. guidelines) based on the advice
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Planners

Problem setting:

Decision policy Transition dynamics Emission dynamics

z SXU SXU
Agent state m € A(W) W Action Tenv € A(S) N Environment state Weny € ACX) { Observation
ZEZ ueu SES XEX

Recognition policy
= Planning parameters: 0 €O (e.g. utility function v € RS¥Y) p € A(Z)Z¥WX
= Behavior: brp € P =AU (X x W)

(Forward) planner:

F(0) = ¢p»p,+ where =%, p* =argmax,,F(x,p;0)

= e.g.reinforcementlearning: F(m;0) = E;[X v(ss us)]

ﬁh van_der_Schaar
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Inverse planners

= Demonstrated behavior: ®demo € P
= Normative/descriptive params.: 0 = (Bnorm» desc) € © = Oporm X Odesc

Inverse planner:

édesc - argmaxedescg(¢demor Gimit = F(Onorm» Qdesc))

" eg. distribution matChing: g((pdemm ¢imit) - _DKL(¢demo||¢imit)
= projection of ¢yep, ONtO ‘Denorm = F(Onorm, Odesc)

= Subsumes a wide range of algorithms
= Opens up new possibilities for interpretative research on decision making
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An application of IDM

Inverse reinforcement learning
= F =the RL planner
" Ohorm = 9
" O4esc =V (reward/utility function)

" g(¢dem0r ¢imit = F(U)) = [E[Vv (¢demo) - Vv((pimit)]

How “rational” does ¢ 4., appears to be in pursuing (the “ideal”) v?
= F = abounded rational planner

" bOhorm =V
"  H4esc = Mmeasures of “rationality”
= Appropriate inverse planner G

= |nverse rational bounded control
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Bounded rational control

Uncertain knowledge of the environment
= Unbiased prior: G €ANT,0)
= Biased specification policy: a(z,u) € A(T,0)%U

Recognition policy is given in terms of specification policy

" Q(Z’|Z, u) = IE:'L',a)~a(z,u),x’~co [p‘r,a) (Z’|Z, u, x’)]
" p. could be Bayesian inference under perfect knowledge 7, w

Bounded rational planner:

maximize E,[Y.v(s,u)] st E,[Dg.(m( |2)]|7)] < A — Decision complexity
E, u[DkL(o( |z, u)||6)] <B —— Specification complexity
E;urw [DKL(Qt,w(' |z, u)||§)] < C ——— Recognition complexity
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Bounded rational control

Value iteration:

T[(ulZ) O-(T;wlzru) Q‘rw(zllz;u)
V(z) « E|v(s,u) +yV(z") —alog— —Blo — —nlog——
() < B |uo(s,) +yV(z) — alog— o= = Blog—c - s>~ nlog ="
— __/
——

Complexity terms

» 1/ais a measure of flexibility
= 1/ is a measure of optimism
= 1/nis a measure of adaptivity

ﬁh van_der_Schaar
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Flexibility, optimism, adaptivity

= Observations: negative (x_), positive (x.)
= Actions: monitor (u-), negative diagnosis (u_), positive diagnosis (u,)
= Utility: 10 for correct diagnoses, -36 for incorrect diagnosis, -1 for monitoring

ﬁh van_der_Schaar
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Flexibility, optimism, adaptivity

= Observations: negative (x_), positive (x.)

= Actions: monitor (u-), negative diagnosis (u_), positive diagnosis (u,)
= Utility: 10 for correct diagnoses, -36 for incorrect diagnosis, -1 for monitoring
Very Flexible Agent: o =10"" Optimistic Agent: 3=1.25 Adaptive Agent: n=10""3
. 10 : . L0 - . 10 - :
-‘E 08 — m(u. |z)‘ g 08 g 08
.._g 06 p— m:u: |z) E 0.6 E 0.6
£oa — ahe i Eoa £o4
Boz2 Az~ plla-,u=,z4)} | Eoz2 g 0.2
S Belief Trajectory (for —_—i <00 Belief Trajectory (for ive 2, obs.): A A A—A =it Belief Trajectory (for cc ive 7., obs.): A A
0.0 0.2 E B 08 ' i 1.0 0.0 0.2 04 ’ 0.6 * 08 " L | | 0.0 0.2 0.4 " 0.6
Subjective Probability p(s |z) of being Discase-Positive Subjective Probability p(ss|z) of being Disease-Positive Subjective Probability p(sy|2) of being Disease-Positive
Inflexible Agent: =10 Pessimistic Agent: 3=—0.75 Non-adaptive Agent: =75
g gt § | g 1 :
o8 | == 208 i Z 08
206 i 206 206
£o0a4 >{ £04 i Z04
g 02 g 0.2 E 0.2
= 0P Belief Trajectory (for ive T4 ubc.); iy —i =04 Belief Trajectory (for ive T4 obs.): A —'i =00 Belief Trajectory (for consecutive x. obs.): i—'i A—d
0.0 0.2 04 ' 0.6 ! 08 ' ' 1.0 0.0 0.2 0.4 06" b0’ 1.0 0.0 0.2 04 ' 0.6 ! 08 * ' 10
Subjective Probability p(s|z) of being Discase-Positive Subjective Probability p(s.|z) of being Disease-Positive Subjective Probability p(s|2) of being Disease-Positive
(a) Effect of Flexibility, for a neutral (b) Effect of Optimism, for a flexible (c) Effect of Adaptivity, for a flexible
(B=10%), adaptive (n=10"") agent (a=0.5), adaptive (n=10"2) agent («=0.5), neutral (3=10°) agent
cf. behavioral inconsistency cf. over-/underreaction cf. base rate neglect/confirmation bias

ﬁh van_der_Schaar S UNIVERSITY OF
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Inverse bounded rational control

How “rational” does ¢4.mo, appears to be in pursuing (the “ideal”) v?

Inverse bounded rational control: — e
» F =the bounded rational planner HiE

Onorm =V
" Odesc =, BN
" G(Pdemor Pimit) = IEx,u~¢dem0 []P)¢imit (ur.r| |x1:T)]

E — atre =05

| MAP ¢

18
; . . & . :
0.400 0425 0450 0475 0500 0525 0550  0.575  0.600

_— alruc =10

(Marginalized) Posterior P(a|D)

9.00 9.25 9.50 9.75 10.00 10.25 10.50 10.75 11.00
Value of parameter a

Learned « for various levels of flexibility
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Differentiating non-adaptivity and optimism

Non-adaptive Agent: =75 Optimistic Agent: 5=1.25
g 10 : 410 : —
_-g 08 é 08
206 %06
£ 04 Eo4 .
foz2 £z Non-adaptivity
=00 Belief Trajectory (for consecutive z, obs.): A A—A R Belief Trajectory (for ive z., obs.): A —A and optimism Iead tO
0.0 0.2 0.4 0.6 ¥ 08 ' 10 0.0 0.2 0.4 0.6 0.8 10 . . .
Subjective Probability p(s. |2) of being Discase-Positive Subjective Probability p(ss2) of being Disease-Positive similar behavior.
a
=
o AP estimate True value imate =
g Y B s e .
= i
® 100 4~
% e\!"; 3 a“e‘ "
o 11/50000 100000 @ & > \1/a11 1.3 L 6°
e &
e of pagningge, P00, 60 & e of p wmeter g 14 150 W
Learned (3, n for Non-adaptive Behavior Learned 3, n) for Optimistic Behavior
Utilities 10 for correct diagnoses 10 for correct diagnoses
estimated by IRL: -26%x3 for incorrect diagnoses -27%+3 forincorrect diagnoses
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IHlustrative use of IDM

IDM can be used as an investigative device for auditing and understanding
human decision-making

Environment:

Diagnosing Alzheimer’s disease
When to order an MRI?
» MRIs are informative but costly

S = {NL, MCI, Dementia}
A = {MRI,No MRI}
Z = Cognitive test results X MRI outcomes

ADNI dataset
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Pessimism when diagnosing Alzheimer’s

Diagnosis of Alzheimer’s:

When to order an MRI?
= MRIs are informative but costly

B = 3.86 for all patients

Clinicians appear to be significantly less optimistic when diagnosing:
= patients with the ApoE4 genetic risk factor (8 = 601.74)
* female patients (B =920.70)
= patients aged >75 (B = 2265.30)
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Our other work within the IDM framework

I . N ti Descripti
Method Goal / motivating question Planner ormative escriptive
params. params.

IAS . . . . . Deadline, cost of Importance of accuracy,

How “timely” does the agent make decisions? Timely active sensin L - '
(IcML'20) W tmely g ! IMely activ ng acquisition speed, efficiency
AVRIL . T .
(ICLR'21) What reward function does the agent optimize- RL planner - Reward function
CIRL How important are various counterfactuals Counterfactual Counterfactuals Imoortance weights
(ICLR’21) in making decisions? RL planner P g
INTERPOLE N . Policies based on Decision dynamics &

What are the subjective beliefs of the agent? . . Interpretable state space . .
(ICLR’21) Hbjectiv ' & decision boundaries P P decision boundaries
IBRC How rational the agent behaves . . Flexibility, optimism

. . . Bounded rational planner “ldeal” reward function I ’

(IcmML21) relative to an “ideal” reward function? ! ! P W unet adaptivity
ICB (submitted to How does behavior evolve over time? Contextual i Time-varying beliefs
NeurlPS’21) ' bandit strategies over reward functions

IDM defines a broad class of potential studies in behavior representation learning
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£

Replacing &
Outperforming humans

Previous works

Yable

Partiall
control

observable

Purposeful
behavior

Subjective
dynamics

Action

Behavioral cloning
Subjective behavioral cloning

< <L Partially

«

S S stochasticity

Deterministic distribution matching
Stochastic distribution matching

«

Deterministic IRL
Stochastic IRL
Subjective IRL
Risk sensitive IRL

SNEN

Deterministic partially-observable IRL
Stochastic partially-observable IRL
Subjective partially-observable IRL

AN

Maximum entropy IRL
Subjective maximum entropy IRL

NENENENEN EUESENEN ENENENEN

S KISNKKNKKL K

NENENEN
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Understanding

humans
c
Inverse decision model 3° 5 S g-g CE g_r:u gg o2 £2 g2
€€ £% 82 ©c 59 88 SE 8E SE
£8 &8 28 33 <% £5 A48 &8 &8
Behavioral cloning v v v
Subjective behavioral cloning v v v v
Deterministic distribution matching v
Stochastic distribution matching v v
Deterministic IRL v v
Stochastic IRL v v v
Subjective IRL v v v v
Risk sensitive IRL v v v v
Deterministic partially-observable IRL v v
Stochastic partially-observable IRL v v v v
Subjective partially-observable IRL v v v v v
Maximum entropy IRL v v v v
Subjective maximum entropy IRL v v v v v
Inverse bounded rational control v v v v v v v v v
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Quantitative Epistemology: New ML needed

Model-free
MDP learners

Model-based
MDP planners

Maximum
margin Multiple

experimentation
Decision rules Minimum
perturbation Distance
minimization

Soft policy

Model-free
POMDP learners

Model-based J
POMDP planners ) Planning

Learning

strategies strategies inversion

Preference
extrapolation

Soft policy

matching
Distribution
matching

tﬁ& van_der_Schaar
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Quantitative Epistemology: New ML needed

Model-free .
Model-based MDP learners Maximum

MDP planners margin Multiple

experimentation
Decision rules Minimum
perturbation Distance
minimization

POMDP planners Planning Learning Soft policy

strategies strategies inversion
Inverse decision

modeling

Model-free
POMDP learners

Model-based

Decision-rule
IOHMMs

l .
' I
r

Preference

extrapolation

t.Bou:’ldedt I Bandit-like Approximate
rational contro i
. : strategies Variational Reward Soft policy

Timely active Imitation Learning

. matching
sensing Distribution
matching

tt_‘,-‘ph. van_der_Schaar
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Quantitative Epistemology: New ML needed

Model-free .
Model-based MDP learners Maximum

MDP planners margin Multiple

experimentation
POMDP learners perturbation Distance
minimization
Model-based J
Planning Learning Soft policy

strategies strategies inversion
Inverse decision

modeling

Decision-rule
IOHMMs Preference

extrapolation
Bounded Bandit-like :

rational control strategies Approximate

. . Variational Reward Soft policy
Timely active Imitation Learning

. matching
sensing Distribution
S matching

Quantitative
Epistemology
How do humans learn?
2
How to best represent knowledge? How to enable humans to
communicate more effectively?

How to ensure the right decision is
& UNIVERSITY OF

a.l.‘.-'rh. van_der_Schaar taken?
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Quantitative epistemology

A new human-machine partnership
* A new field of multi-disciplinary research

* Partnering with humans to empower them, not to replace them!
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The Standard ML Agenda

A standard ML scenario: no human agency

Screening and . .
Diagnosis Prognosis Treatment
presentation
2 o-» t
% it 7 Ca! = A 12

O Predictions and recommendations
O “should be screened “stage 1 breast cancer, 1 cm, “10-year survival “low survival benefit from “mammograms
early” 2 positive nodes” likelihood of 90%” chemotherapy” every 6 months”

§

THINKING,
Learn how humans make decisions; FUTRR
incorporate this into the design of more human-like Al/ML; ‘:':‘\“"‘*
REPLACE & OUTPERFORM HUMANS
B
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Standard Decision Support

Al/ML predictions and recommendations guiding human decision-making

Screening and .
Diagnosis Prognosis Treatment
presentation

Q o-»
daln  Ful s

Predictions and recommendations

& no screening confirm diagnosis

follow-ups unnecessary
surgery only

2B UNIVERSITY OF

.~.~.ﬁ...’.

aﬁ& van_der_Schaar
P CAMBRIDGE

5. \LAB vanderschaar-lab.com



Inverse decision modeling (vdS-Lab)

Surface-level analysis of/insight into human decision-making

Screening and .
Diagnosis Prognosis Treatment
presentation
e i 37
deia  FEuld .._.

M
Predictions and recommendations

“

Inverse decision modeling (understanding humans)

Oy (o Gy

Audit decisions Analyze past behavior Identify “suboptimal” behavior Analyze variation in practice

a-_‘,-‘,-& van_der_Schaar 5 B UNIVERSITY OF
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Quantitative Epistemology (vdS-Lab)

Extracting actionable meaning from analysis of decision-making...

Screening and . . .
. Diagnosis Prognosis Treatment
presentation
P A [t 4
Oy - it & e 322 EA

Predictions and recommendations

Inverse decision modeling (understanding humans)

Quantitative epistemology (partnering with & empowering humans)

Understand root Build internal

Facilitate
communication
between humans

=R

causes of variation Identify gnd models for each . Flag potentia:ly Identify
in practice warn of biases individual important/useful info new ways to learn
Eﬁ& van_der_Schaar
LY \LAB vanderschaar-lab.com
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Quantitative Epistemology (vdS-Lab)

... creating an empowering loop that maximizes human agency and helps us make better decisions

Screening and . .
. Diagnosis Progno Treatment
presentation

SO+ i o7 |t E A

Predictions and recommendations

Inverse decision modeling (understanding humans)

Quantitative epistemology (partnering with & empowering humans)

Understand root Build internal

. Identify and
causes of variation . models for each
. . warn of biases s
in practice individual

Flag potentially Identify
important/useful info new ways to learn

Oy O (o Oy

=R

Feedback loop:
using knowledge
about how we
learn and make
decisions to help
us learn and
make better
decisions!

Facilitate
communication
between humans

&Py van_der_Schaar
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Quantitative Epistemology (vdS-Lab)

For the researcher: new hypotheses and discoveries!
Predictions and recommendations

Feedback loop:
using knowledge
about how we
learn and make
decisions to help
us learn and
make better
decisions!

Quantitative epistemology (partnering with & empowering humans)

Flag potentially

. Identify new hypotheses, make discoveries

B UNIVERSITY OF
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a Inverse decision modeling (understanding humans)
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For more information & updates

vanderschaar-lab.com

- Research pillars
- Quantitative epistemology

van_der_Schaar
\LAB

Publications  Bigideas  News Videos Events Software  Engagementsessions  Tutorials Spotiights  HubforHealthcare Contact Qi @ @ @

Quantitative epistemology:
conceiving a new human-machine

partnership

Hub for
Healthcare

[ An MRI is mo
[0 An MRI is les:
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